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equations for the plasma and neutral gas quantities and
the magnetic field. The basic equations are derived underMacroscopic dynamics of interacting hot plasmas and partially

ionized gases can be studied by means of fluid simulations. Im- the constraints of conservation of mass, momentum, and
portant applications are the Earth’s magnetosphere–ionosphere– energy. The transport coefficients are chosen semi-empiri-
thermosphere system and the interaction of solar photospheric and cally as functions of temperature and mass density. We do
coronal plasma. We developed a quasi-neutral compressible 3D

not account for a self-consistent treatment of the kineticfluid code that integrates the closed set of balance equations for
processes (collisions, ionization, and recombination).the plasma fluid, the neutral gas, and the magnetic flux. We derived

a quite general set of dimensionless balance equations taking into However, combination with a kinetic treatment can result
account mass, momentum and energy conservation. For a number in a fully self-consistent modeling of transport phenomena.
of applications in partially ionized space plasmas the equations can In the numerical code presented, ionization and recombi-
be reduced to numerically tractable equations. The kernel of the

nation are included in a straightforward manner, as well asnumerical algorithm is the leapfrog method which is of second-
momentum transfer between neutrals and plasma particlesorder accuracy in space and time. The code was tested by simulating

characteristic wave and instability phenomena. Q 1996 Academic and collisional thermalization. The discretization of the
Press, Inc. balance equations for the plasma and the neutral gas fluid

is based on the leapfrog algorithm, e.g., [7]. We choose
a semi-implicit formulation of the discretized induction

1. INTRODUCTION equation that allows for including the Hall term, the con-
vective and the dissipative terms, as well as electron pres-Investigations on nonlinear dynamic processes of par-
sure. The balance equations for the internal energies aretially ionized space plasmas are greatly supported by com-
formulated as equations for the pressures. They includeputer simulations. Important applications for a plasma–
dissipative and thermalization terms, as well as sourceneutral gas code; e.g., are dynamic phenomena associated
terms that are chosen in a way to guarantee energy conser-with solar prominences, molecular clouds, the interaction
vation. Besides the equations for the plasma and the neu-of HI- and HII-regions, transient phenomena at the Venus
tral gas pressure, an equation for the electron pressure isionopause, cometary plasmas, and, in particular, the cou-
incorporated to close the equation system.pled magnetosphere–ionosphere–thermosphere system of

In the following section the basic equations are derivedthe Earth. In laboratory plasmas, e.g., in fusion plasmas
in a convenient normalization. The equations are reducedthe plasma–neutral gas interaction is also of importance.
to numerically tractable equations on grounds of physicallySeveral numerical approaches deal with impurity effects
motivated assumptions and approximations. In Section 3and neutral beam heating in laboratory plasmas, e.g., by
we present quantitative tests of the code to prove its relia-solving the Fokker–Planck equation by means of the Gal-
bility. We sum up our findings in Section 4.erkin method [1], propagators for the equations of trans-

port theory [2] or by integrating reduced fluid equations
2. MODEL EQUATIONS AND THEunder the assumption of ambipolarity [3]. Recently, a sim-

INTEGRATION SCHEMEplified two-dimensional fluid code that allows to study
shock phenomena has been introduced [4], as well as a

2.1. Derivation of the Balance Equations
two-dimensional fluid code that includes ion neutral drag,
recombination, the Hall term, and gravitation, but no en- To derive the quasi-neutral plasma and neutral gas fluid

equations we have to start from the balance equationsergy equations [5, 6].
In this paper we present a 3D cartesian plasma–neutral for mass, momentum and internal energy density of the

electrons, ions, and neutralsgas fluid code. It is based on the integration of the balance
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the Lorentz force and the gravitational force, respectively. ne 5 ni 5 n, r 5 n(me 1 mi), p 5 pe 1 piThe source terms are defined as moments of the colli-

rv 5 reve 1 rivision integrals,

vi 5 v 1
me

er
j, ve 5 v 2

mi

er
j,

Qc
a 5 ma E dua F­fa

­t Gcr

(4)

where n, ne , and ni denote the particle densities. The indices
e and i denote the electrons and ions. Plasma variables areQp

a 5 ma E dua(ua 2 va) F­fa

­t Gcp

(5)
represented by symbols without index.

The continuity equation for the plasma fluid is given by

QE
a 5

ma

2
E dua(ua 2 va)(ua 2 va) F­fa

­t Gce

, (6)
­r

­t
5 2= ? (rv) 1 Qc (12)

where fa is the one-particle distribution function in phase
with Qc 5 Qc

e 1 Qc
i , where Qc

e and Qc
i are the sourcespace of species a and ua is the one-particle velocity. In

terms of the respective electron and ion continuity equa-the following, we neglect the effects of viscosity. Thus the
tions. With Qp 5 Qp

e 1 Qp
i summation of the momentumpressure tensors

balance equations of the charged species gives
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mime
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jjD
(13)reduces to

2=p 1
1
c

j 3 B 1 rg 1 Qcv 1 Qp,

pa 5 Ad Tr(Pa). (8)

where g denotes the gravitational acceleration. Ohm’s law
In order to guarantee mass, momentum, and energy con- is given by
servation the source terms have to satisfy the equations:
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With the definition «a 5 (1/ca 2 1)( pa/ra), summation ofTo derive the quasi-neutral plasma equations that allow
for a unified treatment of the electron and the ion fluid, the internal energy density equations for electrons and

ions giveswe have to calculate the following expressions:
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momentum balance equations of the three species are1
c 2 1

­p
­t

5 2
1

c 2 1
= ? ( pv) 2 p= ? v given by (cf. [9])
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with QE 5 QE
e 1 QE

i and ce 5 ci 5 c. The equation for where the n’s denote the effective elastic collision frequen-
the electron pressure reads cies between the electrons, ions, and neutrals. We do not

consider inelastic resonant collisions.
Neglecting terms of the order of (me/mi)j we get the1

c 2 1
­pe

­t
5 2

1
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= ? ( peve) 2 pe= ? ve 1 QE
e . (16)

momentum source terms

Heat conduction is neglected in both energy equations. Qp 5 2(nS
12 1 nA

12)r(v 2 vn) (24)
The hydrodynamic equations for the neutral gas fluid

Qp
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21)rn(vn 2 v) (25)are given by

with­rn
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Again heat conduction, as well as changes in internal
to guarantee momentum conservation.energy due to gravitational forces were neglected.

In deriving the source terms of the energy equations weThe source terms of the balance equations can be
have to take care about conservation of the total energydefined with the help of the source terms of the equations
that requiresfor the velocity moments of the three different species.

These can be found in the literature, e.g., [8, 9]. We
note that the required evaluation of the collision integrals S1

2
v2 1

memi

e2r2 j2D Qc 1
1
2

v2
nQc

n 1 Q p ? v 1 Q p
n ? vn

(28)
is very difficult and is only possible under certain assump-
tions (e.g., velocity independent collision frequencies).
For our purposes it is sufficient to determine the macro-

1
me

er
Q p

i ? j 2
mi

er
Q p

e ? j 1 QE 1 QE
n 5 0.scopic effects of ionization and recombination as well

as inelastic and elastic collisions between charged and
neutral particles, taking into account the respective laws The energy source terms QE and QE

n have to include ther-
of conservation. malization (QET

, QET

n ), as well as energy changes due to
As source terms of the continuity equations we choose momentum transfer by collisions (QEp

, QEp

n ) and by
(cf. [8]) ionization/recombination (QEc

, QEc

n ). Obviously, a com-
plete, exact treatment would result in balance equations

Qc 5 (i 2 br)r, Qc
n 5 2(i 2 br)r, (20) for the internal energies that would not allow for numerical

treatment at all. Nevertheless, we can derive source terms
that include the main physical effects for the macroscopicwhere i denotes the ionization frequency and b is the

recombination coefficient. processes under consideration by making use of rational
assumptions and approximations. We derive the sourceThe momentum transfer between the plasma and the

neutral gas is a linear function of the difference of the terms QE and QE
n from the energy source terms of each

species (cf. [9]):velocities of the respective fluids. The source terms of the



516 BIRK AND OTTO

Before collecting the plasma and neutral gas fluid equa-
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plasmas with comparable diffusion time, Alfvénic transit
time, and collision time read as follows: Length scales are

1
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n , normalized to a characteristic length scale L0 of the system,
r to the mass density r0 5 m0n0 (m0 is the typical ion mass(31)
and n0 is the number density), B to a typical value B0 of
the magnetic field, p to P0 5 B2

0/8f, v to the typical Alfvénwhere we neglected the release of gravitational energy.
velocity VA 5 B0/Ï4fr0 , and j to cB0/(4fL0). The timeAssuming that the neutral gas temperature does not
scale is normalized to the Alfvénic transit time tA 5 L0/VA .directly change due to ionization/recombination, the sim-

Thus, the dimensionless fluid equations are given by:ple expressions for QEc
and QEc

n are given by

QEc
5 Ds (i 2 br)

r

rn
pn 1 As (i 2 br)(v 2 vn)2 (32) ­r

­t
5 2= ? (vr) 1 ir 2 br2 (37)

QEc

n 5 2 Ds (i 2 bf)
r

rn
pn , (33) ­rn

­t
5 2= ? (vn rn) 2 ir 1 br2 (38)

where we neglected terms of the order of (me/mi) j2. With ­

­t
(rv) 5 2= ? (rvv) 2 As =p 1 (= 3 B) 3 BEq. (32) and Eq. (33) and the expressions gained for the

energy source terms of each species Eq. (29)–(31), we get
1 rg 1 rv(i 2 br) 2 r(nA

12 1 nS
12)(v 2 vn) (39)the energy source terms for the plasma and the neutral

gas fluid,
­

­t
(rnvn) 5 2= ? (rnvnvn) 2 As =pn 1 rng

QE 5 23nS
12 Sp 2

r

rn
pnD1 h j2 1 Ds (i 2 br)

r

rn
pn

2 rvn(i 2 br) 2 rn(nA
21 1 nS

21)(vn 2 v) (40)

1 As r(3nS
12 1 i 2 br)(v 2 vn)2 (34)

­B
­t

5 = 3 S 1
ne

=peD1 = 3 (v 3 B)

QE
n 5 23nS

21 Spn 2
rn

r
pD2 Ds (i 1 br)

r

rn
pn

2 = 3 S 1
ne

(= 3 B) 3 BD2 = 3 (h= 3 B) (41)
1 Ds rnnS

21(vn 2 v)2, (35)

where we neglected terms of the order of me/mi and (me/ ­p
­t

5 2v ? =p 2 cp= ? v 1 (c 2 1) S2h(= 3 B)2
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For illustration, the two-step integration of the discret-
ized continuity equation for the plasma fluid for constant­pe

­t
5 2ve ? =pe 2 cpe= ? ve

ionization frequency and recombination coefficient
reads

1 (c 2 1) S2h(= 3 B)2 1 As (i 2 br)
r

rn
pnD (43)

rn11/2
j,k,l 5rn21

j,k,l 2Dt F 1
Dxj

(sxn
j11,k,l 2sxn

j21,k,l)­pn

­t
5 2vn ? =pn 2 cn pn= ? vn

2
1

Dyk
(sxn

j,k11,l 2sxn
j,k21,l)2

1
Dzl

(sxn
j,k,l11 2sxn

j,k,l21)
2 (cn 2 1) S3hS

21 Spn 2
rn

r
pD

(44)
2

i

3
( pxr

n
j11,k,l 1mx rn

j21,k,l 1py rn
j,k11,l 1myrn

j,k21,l

1 (i 2 br)
r

rn
pn 2 rnnS

21(vn 2 v)2D
1pz rn

j,k,l11 1mz rn
j,k,l21)1

b
9

( px rn
j11,k,l 1mx rn

j21,k,l

2.2. Numerical Realization and Discretization Scheme

1py rn
j,k11,l 1my rn

j,k21,l 1pz rn
j,k,l11 1mz rn

j,k,l21)2GThe plasma-neutral gas code presented in this paper
is a further development of a 3D resistive MHD code (46a)
[10] the reliability of which has been proved in many
applications to space plasma phenomena, e.g., [11–13]. rn11

j,k,l 5rn11/2
j,k,l 2Dt F 1

Dxj
(sxn

j11,k,l 2sxn
j21,k,l)

The balance equations for mass density, momentum
density, and energy density are discretized on the grounds

2
1

Dyk
(sxn

j,k11,l 2sxn
j,k21,l)of the leapfrog algorithm with second-order accuracy in

space and time (cf. [7]). This algorithm has to be modified
in order to include the source terms due to plasma-

2
1

Dzl
(sxn

j,k,l11 2sxn
j,k,l21)2irn11/2

j,k,l 1brn11/2
j,k,l rn11/2

j,k,l G ,
neutral gas interaction.

The explicit finite difference method employed in the (46b)
code allows for the use of a nonuniform spatial grid.
Without this the nonlinear dynamics of plasma processes where sx 5 rvx , sy 5 rvy , sz 5 rvz , and px 5 (xj11 2 xj)/
operating on different spatial scales could not properly Dxj and mx 5 (xj 2 xj21)/Dxj denote the spatial forward
be simulated. Moreover, this method allows for a high and backward differencing ( py , my , pz , mz , accordingly).
degree of vectorization. In particular, two dimensions of The symbols Dx, Dy, and Dz denote the spatial differences.
the spatial grid have been rearranged into a single one- The upper indices give the temporal steps and the lower
dimensional array to gain a significant speedup using indices give the spatial grid points of the three-dimen-
vector computers. The source terms are taken into ac- sional mesh.
count in the following way. First, the respective discret- This kind of incorporation of the source terms results
ized transport equation is integrated a half time step. in a stable algorithm. The collision frequencies and
This integration is followed by a second integration of ionization/recombination coefficients can be chosen as
a half time step, but this time we use a corrected flux constants or as functions of mass density and temperature,
transport of the source term, respectively. The resistivity can be chosen either constant

or depending on the current density. Functional depen-
Q(t 1 As) 5 Q(t 2 1) 2 Dt(C(t) 2 S(t)) (45a) dence of the resistivity on the current density allows for

modeling anomalous dissipation due to microturbulenceQ(t 1 1) 5 Q(t 1 As) 2 Dt(C(t) 2 S(t) 1 S(t) 2 S(t 1 As))
which probably is of great importance in collisionless

(45b) space plasmas.
The induction equation is integrated by means of a semi-

where Q, C, and S denote the transported quantity, the implicit algorithm (Dufort–Frankel). Under the assump-
conservatively formulated part of the respective transport tion of constant resistivity, e.g., the x-component of the
equation, and the source term that does not fit the discretized equation for an equidistant spatial mesh is

given byconservative formulation.
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Bn11
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1 Bn
xj,k21,l

) 1
1

Dz2 (Bn
xj,k,l11

1 Bn
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)
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Dx2 1 Dy2 1 Dz2G
FIG. 1. The plasma mass density grows due to the ionization instabil-

1
2 Dt
Dy

[(vn
xj,k11,l

1 vn
exj,k11,l

2 vn
ixj,k11,l

)Bn
yj,k11,l ity. The maximum mass density is plotted against the time for growth

rates q 5 0.06 (upper curve) and q 5 0.035 (lower curve). Asterisks and
2 (vn

xj,k21,l
1 vn

exj,k21,l
2 vn

ixj,k21,l
)Bn

yj,k21,l
diamonds represent the numerical results.

2 (vn
yj,k11,l

1 vn
eyj,k11,l

2 vn
iyj,k11,l

)Bn
xj,k11,l

ric, as well as periodic, boundary conditions can be fixed2 (vn
yj,k21,l

1 vn
eyj,k21,l

2 vn
iyj,k21,l

)Bn
xj,k21,l

]
according to the symmetry properties of the physical configu-
ration. For the magnetic field = ? B 5 0 is applied in order to

2
2 Dt
Dz

[(vn
zj,k,l11

1 vn
ezj,k,l11

2 vn
izj,k,l11

)Bn
xj,k,l11 avoid the severe problems associated with nonzero = ? B

caused by numerical errors [17]. In our numerical investiga-
2 (vn

zj,k,l21
1 vn

ezj,k,l21
2 vn

izj,k,l21
)Bn

xj,k,l21 tions on instability processes we usually choose the size of the
system such that on the considered time scale the dynamical

2 (vn
xj,k,l11

1 vn
exj,k,l11

2 vn
ixj,k,l11

)Bn
zj,k,l11 effects at the boundaries remain small. Thus, influences of

the somewhat artificial boundary conditions on the dynamics
2 (vn

xj,k,l21
1 vn

exj,k,l21
2 vn

ixj,k,l21
Bn

zj,k,l21
].

of the simulated system are largely excluded.

The Hall term was formulated by rewriting the current density
3. NUMERICAL TESTS

j 5 (er/m)(vi 2 ve). Thus, the Hall term fits the used algorithm
(it has the same structure as the convective term). This kind 3.1. Ionization Instability
of formulation allows for including the Hall term without

We consider a static and homogeneous plasma in ioniza-making use of complicated semi-implicit algorithms (cf. [14])
tion equilibrium. We choose the ionization frequency asin order to suppress numerical instabilities or to allow for
i(n) 5 în and a constant recombination coefficient b 5reasonable time steps.
b̂(i0/r0), where the index 0 denotes equilibrium quantities.The explicit discretization scheme described above and, in
If we assume incompressible perturbations of the formparticular, the flux-corrected treatment of the source terms
pexp(qt) the linearized plasma continuity equation readsallow for a pretty large time step of integration. The linear

stability condition is given by the the Courant–Friedrichs–
qr1 5 i0r1 1 i1r0 2 2br0r1 . (48)Lewy condition [15] as in the case for the leapfrog algorithm

[7]. This condition implies Dt # Dmin/cMS , where cMS 5

Ïcp/r 1 B2/4fr is the magneto-sound velocity and Dmin is The growth rate q of the ionization instability is given by
q 5 (î 2 b)n0 , where we expanded i1 5 (­i0/­r0)r1 , assum-the highest spatial resolution of the nonuniform grid.

As far as the boundary conditions are concerned, we note ing small perturbations in the ionization frequency.
Figure 1 shows the linear phase of the ionization instabil-that due to dissipative terms in resistive MHD the characteris-

tics are not known at all [16]. Obviously, the same holds for ity. The solid curves show the analytically calculated tem-
poral evolution of the maximum plasma mass density forthe plasma-neutral gas–fluid equations. Thus, we do not know

the mathematically well-posed boundary problem, but have to normalized growth rates q 5 0.06 (upper plot) and q 5
0.035 (lower plot). The diamonds and asterisks give theapply boundary conditions suggested by the physical problem

under consideration. In our code symmetric and antisymmet- numerical results. These results are gained for the equilib-
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rium configuration characterized by î 5 0.5, r0 5 1, and
r0 5 2, respectively. As is shown in Fig. 1 the code pretty
well reproduces the analytical results of the linear dynamics
of the ionization instability.

3.2. Linear Wave Phenomena

(a) Damping of Alfven waves due to plasma–neutral gas
friction. In partially ionized gases Alfvén waves are
damped by elastic collisions between neutrals and plasma
particles. This effect can be calculated analytically with
the help of the dispersion relation. We start from a static
equilibrium with a homogeneous magnetic field. We as-
sume ionization equilibrium and neglect the Hall term.
Additionally, we neglect neutral gas motion in first order;
i.e., we assume rn @ r. If we time differentiate the plasma
equation of motion, after linearization we get

r0
­2v1

­t2 5 2=
­p1

­t
2 nS

12
­v1

­t
1 S= 3

­B1

­t D3 B0 . (49)

The index 0 denotes equilibrium quantities, whereas the
index 1 denotes perturbed ones. We suppose that the per-
turbed quantities are of the form

v1(x, t) 5 v1ei(kx2gt), B1(x, t) 5 B1ei(kx2gt). (50)

k is the wave vector and g is the complex growth rate.
The dispersion relation is found as

g2v1 5 c2
s k(k ? v1) 2 ignS

12v1
(51)

1
1
r0

[k 3 (k 3 (v1 3 B0)] 3 B0 .

If we assume that the equilibrium is dominated by the
magnetic field (sound velocity cs P 0) and assume incom-
pressible perturbations (k ? v1 5 0), we get

FIG. 2. Velocity (upper plots) and magnetic field (lower plot) of an
Alfvén wave damped by plasma-neutral gas friction after 50 and 100g2

v2
A

v1 5 2
ig
v2

A
nS

12 v1 1 k2 cos2(uB)v1 (52) Alfvénic transit times.

with the solution Figure 2 shows results of the simulation of an Alfvén
wave for nS

12 5 0.05, equal ion, and neutral masses,
rn/r 5 1000, and cos(uB) 5 1. The upper plots show the

g 5 2
i
2

r0nS
12 6 Ï(k2 cos2(uB)v2

A 2 nS
12

2)/4; (53) damping of the velocity amplitude after 50 and 100
Alfvénic transit times (tA), respectively. The lower plot
shows the magnetic field amplitude after 100tA . The damp-
ing of the amplitudes, which are chosen as 0.1 at the begin-vA is the Alfvén velocity and uB is the angle between the

wave vector and the magnetic field. ning of the simulation, correspond to the results of the



FIG. 4. Compression and depression of the plasma (upper plots) and
neutral gas fluid (lower plots) due to the magnetisonic wave. The solidFIG. 3. Dynamics of a magnetosonic wave. The upper plot shows the
lines show mass densities (rho and rho-n) and thermal pressures (p andperturbation magnetic field for r 5 rn and nS

12 5 0.2 after 50tA . The
p-n) after t 5 25tA and the dashed ones after t 5 50tA .second plot shows vx for r 5 nn and nS

12 5 0.2 after 25tA (dashed line)
and 50tA (dotted line). The solid line indicates vx after 75tA in case of a
totally ionized plasma. The third plot shows vnx

for r 5 rn and nS
12 5 0.2 indicates vx (the amplitude of the perturbation was again chosen as 0.1)

after 25tA (solid line) and after 50tA (dashed line). The bottom panel and the dashed one indicates vnx
after 60tA . After 80tA the plasma and

shows the wave damping for r 5 0.01rn and nS
12 5 0.1. The solid line neutral gas velocities are similar and have the same phase (dashed line).
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FIG. 5. Test of = ? B 5 0 for the magnetosonic wave with r 5 0.01rn and nS
12 5 0.1. The amplitude do not grow significantly with time and do

not show any correlations.

analytic linear theory with 2% error after 50tA and 5% (b) Magnetosonic waves. As Alfvén waves magnetoso-
nic waves are damped in partially ionized plasmas. Startingafter 100tA , respectively. We stress, that after 100 dynamic

times neither numeric diffusion nor dispersion results in with a homogeneous, isothermal plasma and a neutral
gas fluid, a homogeneous magnetic field pointing in thesignificant errors. The wave structure is rather well con-

served. x-direction and a velocity perturbation of v 5 0.1ex , the



522 BIRK AND OTTO

(dotted line). For comparison, the solid line indicates vx

after 75tA when there is no plasma–neutral gas interaction
(nS

12 5 0). The third plot shows the neutral gas dynamics
caused by momentum transfer. The solid line represents
the velocity for r 5 rn and nS

12 5 0.2 after 25tA and the
dashed one after 50tA . The bottom panel of Fig. 3 shows
the wave damping for r 5 0.01rn and nS

12 5 0.1. The solid
line indicates the group velocity after 60tA (the amplitude
of the perturbation was again chosen as 0.1). The dashed
line represents the associated neutral gas velocity. After
80tA the plasma and neutral gas velocities are similar and
both fluids oscillate with the same phase (dashed line).
Magnetosonic waves are accompanied by plasma compres-
sion and depression. Figure 4 shows the temporal develop-
ment (the equilibrium values for the mass densities as well
as the pressures were chosen as 1.0) of the plasma mass
density (rho), plasma thermal pressure ( p), neutral gas
mass density (rho-n) and neutral gas thermal pressureFIG. 6. The dispersion relation of the tearing mode in a partially
( p-n) after 25tA (dotted lines) and 50tA (solid lines), re-ionized plasma (rn/r 5 10000). The magnetic Reynolds number is S 5

200. The upper curve gives the dispersion relation for n12S 5 0.005 and spectively. Again the wave structure is well conserved and
the lower one for n12S 5 0.5. Crosses represent growth rates calculated the code reproduces well the expected features of magne-
by means of numerical simulations. tosonic wave damping.

A quite important test for the validity of a magnetohy-
drodynamic code is the strictness to which = ? B 5 0 is
satisfied. For illustration, in Fig. 5 we show the divergencetime development of the magnetosonic wave is illustrated

in Fig. 3 and Fig. 4. The top panel in Fig. 3 shows the of the magnetic field for the simulation of a magnetosonic
wave for r 5 0.01rn . Note that, on the one hand, theperturbation magnetic field for r 5 rn and nS

12 5 0.2 after
50tA . The second plot shows the damping of the wave for amplitudes are rather small and do not grow significantly

with time and, on the other hand, there is no systematicr 5 rn and nS
12 5 0.2 after 25 tA (dashed line) and 50tA

FIG. 7. Comparison of analytically calculated (solid curves) maximum growth rates (qmax) of the tearing instability in partially ionized plasmas
with numerical results (represented by crosses). The growth rates are plotted against the logarithm of the effective collision frequency (n12S) for
S 5 200 (upper curve) and S 5 2000 (lower curve).
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by the code. We present results gained, starting from a
one-dimensional static equilibrium.

B 5 By0 tanh(x)ey 1 Bz0ez , r 5 r0 , p 5 p0

1 cosh(x)22, rn 5 rn0
5 10000r0 .

We assume thermal equilibrium between plasmas and neu-
tral gas.

Figure 6 shows the analytic dispersion relation of the
testing mode (cf. [21]). The magnetic Reynolds number
was chosen as S 5 200. The upper curve shows the disper-
sion relation for an effective collision frequency of nS

12 5
0.005, whereas the lower one shows the dispersion relationFIG. 8. The horizontal magnetic field at z 5 15 after 90tA . The x-
for nS

12 5 0.5. Crosses represent the normalized growthcomponent of the magnetic field arises due the resistive instability.
rates calculated by means of numerical simulations. Al-
though we could not take into account small changes of
the current profile due to nonlinear effects, the numericalviolation of = ? B 5 0. For the simulation of Alfvén waves
results fit well to the analytical ones within numerical ac-and instabilities the results are similar, although the ampli-
curacy.tudes of = ? B grow up to O(1024). Additionally, we note

Figure 7 shows the maximum growth rates (qmas) forthat any violation of = ? B 5 0 does not directly influence
Reynolds numbers S 5 200 (upper curve) and S 5 2000the integration of the plasma momentum equation, since
(lower curve) as functions of the effective collision fre-we formulated the pressure force and the Lorentz force
quencies nS

12 in logarithmic representation. Again crossesas the divergence of Maxwell’s stress tensor, where we
represent the numerical results that also show good corre-neglected the = ? B-term.
spondence with the analytical ones.

3.3. Tearing Instability in Partially Ionized Gases
3.4. Nonlinear Dynamics of a Resistive Instability in the

The well-known tearing instability [18] plays an im-
Upper Ionosphere

portant role in laboratory and space plasmas. In partially
ionized plasmas the growth rate of the mode is reduced In this section we present the non-linear development

of the generalized tearing instability in a highly inhomoge-due to plasma–neutral gas interaction [19–21]. For a wide
range of parameters and different wave lengths of the neous configuration that can be used to model magneto-

sphere–ionosphere interaction processes. This resistive in-mode the analytic dispersion relation can be reproduced

FIG. 9. The electric current density at y 5 0 after 120tA . The diffusion of the current sheet (right plot) is due to the constant collisional resistivity
(the initial current sheet thickness is 1 in normalized units). The complicated structure of jx results from the combined diffusion and reconnection
process (left plot). The y-component of the current density (middle plot) due the initial force-free magnetic field does not change significantly during
the simulation.
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stability can be regarded as a standard case for localized
3D reconnection processes [e.g., 22] that are believed to
play a very important role in space and laboratory plasmas.

The initial configuration for modeling the resistive insta-
bility in the idealized ionosphere is characterized by a
force-free magnetic field B 5 By0 tanh(x)ey 2 B2

z0 1
B2

y0/cosh(x)2)1/2ez . We assume a static homogeneous
plasma in thermal equilibrium with the neutral gas which
is at rest. The altitude profile of the neutral gas density is
given by the barometric formula. A constant collisional
resistivity and effective plasma–neutral gas collision fre-
quency nS

12 are assumed to vary with the altitude, following
the neutral gas density. At the upper boundary we apply
sheared plasma flows (vy(x, z)). These sheared flows with

FIG. 11. Horizontal plasma flows caused by the resistive instabilityan amplitude of 10% of the Alfvén velocity lead to a further
and the applied shear flows.shear of the magnetic field and, thus, in an increase of the

field-aligned electric current density. The principal idea is
that if the current density exceeds a critical value, a local-
ized region of anomalous resistivity will form at an altitude 120tA are shown in Fig. 9. The initial current sheet, with
where the constant collisional resistivity due to electron– a thickness and an amplitude of 1 in normalized units, ( jz)
ion and ion–neutral collisions is negligible (the resistivity has broadened due to diffusion, whereas the y-component
h( j) is switched on) and, thus, the resistive instability will of the current density, which is due to the initial force-free
operate [cf. 23]. The results shown are received for typical magnetic field configuration, has not changed significantly.
ionospheric parameters. We have chosen line-symmetry The x-component of the current, which may contribute to
at y 5 0. The central reconnection region is located at ionospheric current closure in periodic current systems
y 5 0 and z 5 15. with alternating current directions, shows a more compli-

Figure 8 shows the horizontal magnetic field at z 5 15 cated structure. At lower altitudes the diffusion process
90tA and after the onset of the resistive instability. The x- due to the collisional resistivity dominates. The reversal
component of the magnetic field is caused by the reconnec- in sign at higher altitudes is caused by the 3D instability
tion process. process, which in the nonlinear stage results in a significant

The components of the electric current density after y-variation of the main component of the magnetic field.
In Fig. 10 we show the parallel current density at z 5

15 after 60tA . The reduction of current density due to the
instability can be seen, as well as the origin of a slow mode
or intermediate shock in the positive x-half plane, as is
expected [cf. 24, 25]. This shock front cannot form as easily
in the negative x-half-plane, because the sheared plasma
flow at the upper boundary of the numerical box is trans-
ported down to the ionosphere via Alfvén waves and has
the same direction as the divergent plasma flow due to the
instability in the negative x-half-plane.

In Fig. 11 the plasma flows in the vicinity of the central
reconnection region are shown. The strong flows are
caused by the resistive instability [24, 25]. The shock forms,
because the local Alfvén velocity is reduced due to plasma
erosion in the reconnection region.

4. SUMMARY

We derived a set of balanced equations for plasma and
neutral gas fluids. The code based on these equations

FIG. 10. The parallel current density after 60tA . The reduction of
allows for integrating the equations of mass and momen-current density (the initial maximum was chosen as 1 in normalized units)
tum densities, as well as of the pressures and of the mag-due to the instability can be seen as well as the origin of a shock front

in the positive x-half plane. netic field on a nonuniform spatial grid. The induction
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